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Abstract. 18 
Hayabusa2, the first sample return mission to a C-type asteroid was launched by the Japan 19 

Aerospace Exploration Agency (JAXA) on December 3, 2014 and will arrive at the asteroid in 20 
the middle of 2018 to collect samples from its surface, which may contain both hydrated minerals 21 
and organics. The optical navigation camera (ONC) system on board the Hayabusa2 consists of 22 
three individual framing CCD cameras, ONC-T for a telescopic nadir view, ONC-W1 for a wide-23 
angle nadir view, and ONC-W2 for a wide-angle slant view will be used to observe the surface 24 
of Ryugu. The cameras will be used to measure the global asteroid shape, local morphologies, 25 
and visible spectroscopic properties. Thus, image data obtained by ONC will provide essential 26 
information to select landing (sampling) sites on the asteroid. This study reports the results of 27 
initial inflight calibration based on observations of Earth, Mars, Moon, and stars to verify and 28 
characterize the optical performance of the ONC, such as flat-field sensitivity, spectral sensitivity, 29 
point-spread function (PSF), distortion, and stray light of ONC-T, and distortion for ONC-W1 30 
and W2. We found some potential problems that may influence our science observations. This 31 
includes changes in sensitivity of flat fields for all bands from those that were measured in the 32 
pre-flight calibration and existence of a stray light that arises under certain conditions of 33 
spacecraft attitude with respect to the sun. The countermeasures for these problems were 34 
evaluated by using data obtained during initial in-flight calibration. The results of our inflight 35 
calibration indicate that the error of spectroscopic measurements around 0.7 μm using 0.55, 0.70, 36 
and 0.86 μm bands of the ONC-T can be lower than 0.7 % after these countermeasures and pixel 37 
binning. This result suggests that our ONC-T would be able to detect typical strength (~3 %) of 38 
the serpentine absorption band often found on CM chondrites and low albedo asteroids with ≥ 4σ 39 
confidence. 40 

 41 
Keywords Hayabusa2, Asteroid Ryugu, Instrumentation, Near-Earth objects 42 
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1. Introduction.  44 

Hayabusa2 is a sample return mission to an asteroid 162173 Ryugu (provisional 45 
designation 1999 JU3) by Japan Aerospace Exploration Agency (JAXA) (Tsuda et al., 2012, 46 
Tachibana et al., 2015). This is the first sample return mission to a C-type asteroid, which may 47 
contain both hydrated minerals and organics. The instruments on the Hayabusa2 spacecraft 48 
include the optical navigation camera (ONC) system that will observe the surface of Ryugu at the 49 
highest spatial resolutions. This camera system consists of three individual framing charge-50 
coupled device (CCD) cameras, ONC-T for a telescopic nadir view, ONC-W1 for a wide-angle 51 
nadir view, and ONC-W2 for a wide-angle slant view (~30 degrees from the nadir). The cameras 52 
will be used to measure the global asteroid shape, local morphologies, and visible spectroscopic 53 
properties (Sugita et al., 2013a).  54 

There is room for different interpretations for the visible spectroscopic observations of 55 
Ryugu. Although all the previous spectral observations supported that Ryugu is a C-complex 56 
asteroid, more subtle possible features, such as a positive UV slope and an absorption band at 57 
approximately 0.7 μm, which would influence the subclass of the asteroid in spectroscopic 58 
taxonomy, are not confirmed (Binzel et al., 1999; Vilas, 2008; Moskovitz et al., 2013; Lazarro et 59 
al., 2013; Sugita et al., 2013b; Perna et al., 2017). These discrepancies can reflect regional 60 
differences in appearance of spectra as asteroid rotates such that the spin axis is substantially tilted. 61 
However, such subtle spectral changes could be caused by issues of calibration of telescopic data. 62 
In either case, it is important for the ONC to observe the surface of Ryugu with high accuracy to 63 
properly characterize its spectral properties. The accurate characterization is essential for 64 
understanding the history of the asteroid as well as selecting good sampling sites for Hayabusa2, 65 
which will bring the first sample from a C-type asteroid to Earth in 2020 (Tsuda et al., 2012; 66 
Tachibana et al., 2015).  67 

In order to achieve such spectroscopic characterization, a series of calibration 68 
experiments were conducted in laboratories prior to the launch and included the spectral response 69 
function, point spreading function (PSF), distortion, and stray light level. Many laboratory 70 
calibration results for ONC-T were discussed by Kameda et al. (2017), and meteorite 71 
measurement experiments with the ONC-T flight model were discussed by Kameda et al. (2015). 72 
Nevertheless, inflight calibrations are essential to warrant the quality of spacecraft data obtained 73 
during an actual mission because strong vibrations during launch and subsequent deployment in 74 
space could damage and change instruments. Hence, a proper and accurate analysis of inflight 75 
data is essential to ensure the quality of mission data reduction. Detailed descriptions of the afore-76 
mentioned calibration data will also allow scientists to plan analyses of the data expected upon 77 
arrival at asteroid Ryugu and will also aid scientists in interpreting the data. Following the launch 78 
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of Hayabusa2 on December 3, 2014, several images, such as that of deep space, stars, Earth, Moon, 79 
Mars, and ONC-T onboard lamps were captured using the three cameras. 80 

The purpose of this study involves deriving calibration data necessary for data reduction, 81 
estimating errors for calibrated data based on analyses of inflight image data, and comparing the 82 
calibrated data with pre-flight data. The rest of the paper is organized as follows. The design of 83 
W1 and W2 is discussed in section 2. Their distortion is discussed in section 3. Their spectral 84 
sensitivities are discussed in sections 4. The PSF of ONC-T is examined in section 5, its distortion 85 
is investigated in section 6, its spectral sensitivity is studied in section 7, and stray light is 86 
discussed in section 8. The implications of the results of our calibrations for the upcoming 87 
observations of Ryugu are discussed in section 9 before conclusion in section 10. 88 

89 
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2. Design of ONC W1 and W2 90 

ONC-W1 and W2 are wide view (> 65 deg × 65 deg) panchromatic cameras mainly 91 
used for optical navigation during cruise and low-altitude operations near the asteroid. The design 92 
of the two cameras is almost identical except for the transmittance of the ND filter and the viewing 93 
direction relative to the spacecraft. The field of view of W1 was aligned in the −Z direction in the 94 
spacecraft coordinate system (i.e., nadir viewing), while that of W2 was slanted by approximately 95 
30 degrees from the −Z direction. The positions of W1 and W2 in the spacecraft are illustrated in 96 
Fig 1 in Kameda et al., 2017 (hereafter referred to as K2017). The definition of image coordinates 97 
and its relationship with the spacecraft coordinate system for three cameras are summarized in 98 
Figure 1. Additionally, W1 and W2 are expected to obtain detailed pictures of the surface of 99 
Ryugu during touch down procedures. The major specifications of W1 and W2 are summarized 100 
in Table 1. The specifications of ONC-T are listed in K2017 in the same manner. The radiometric 101 
response (sensitivity) of the cameras depends on the transmittances of fore optics (𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜(𝜆𝜆)) and 102 
ND filters (𝑇𝑇𝑁𝑁𝑁𝑁(𝜆𝜆)), the quantum efficiency (𝑄𝑄(𝜆𝜆)) of CCD, and the F-number. Measured 103 
transmittances and 𝑄𝑄(𝜆𝜆) provided by the CCD manufacturer (E2V) are shown in Figures 2. The 104 
verification of sensitivity of W1 and W2 cameras was performed by using images of Earth 105 
captured during the swing-by phase of cruising. Details of the verification are described in section 106 
4.  107 

  108 
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Table 1. Specification of ONC-W1 and W2.  109 

 ONC-W1 and W2 

F number (F#) 9.6 

Effective aperture diameter 1.08 mm 

Focal length  

(Measured) 

W1 : 10.22 mm  

W2 : 10.38 mm  

Field of view (FOV) 

(Measured) 

W1: 69.71 deg (Nadir view) 

W2 : 68.89 deg (Slanted ~30 degrees from 
nadir) 

CCD format 1024(H) pixels ×1024(V)pixels 

E2V CCD47-20 (AIMO) 

CCD pixel size 13 μm × 13 μm 

Mean pixel resolution 

(Measured) 

W1: 0.06808 degrees/pixel 

W2: 0.06728 degrees/pixel 

Transmittance of ND filter W1: 7%, W2: 20% ( see Figure 1) 

Sensitivity flatness 

(Measured) 

W1: 67.3% and 72.0% at corners of the FOV.* 

W2: 82.8% and 82.9% at corners of the FOV. * 

(*Values normalized by sensitivity at center of 
the FOV.)  

Pixel sampling rate 3 MHz 

A/D conversion 12-bit 

Gain factor 20.95 e-/DN 
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Exposure time W1: 0 s, 170 μs, 256 μs, 340 μs, 513 μs, 680 μs, 
1.03 ms, 1.36 ms, 2.05 ms, 2.72 ms, 4.10 ms, 
5.44 ms, 8.20 ms, 10.9 ms, 16.4 ms, 21.8 ms, 
32.8 ms, 43.5 ms, 65.6 ms, 87.0 ms, 131 ms, 
174 ms, 262 ms, 348 ms, 525 ms, 696 ms, 1.05 
s, 1.39 s, 2.10 s, 2.79 s, 4.20 s, 5.57s 

 

W2: 0 s, 1.36 ms, 2.05 ms, 2.72 ms, 4.10 ms, 
5.44 ms, 8.20 ms, 10.9 ms, 16.4 ms, 21.8 ms, 
32.8 ms, 43.5 ms, 65.6 ms, 87.0 ms, 131 ms, 
174 ms, 262 ms, 348 ms, 525 ms, 696 ms, 1.05 
s, 1.39 s, 2.10 s, 2.79 s, 4.20 s, 5.57 s, 8.40 s, 
11.1 s, 16.8 s, 22.3s, 33.6s, 44.6s 

 110 

 111 

Figure 1. Definition of image coordinate system for (left) ONC-T, ONC-W1 and (right) ONC-112 
W2. Xsc, Ysc, and Zsc indicate the spacecraft coordinate system (For definition, see Figure 113 
22a). Since the center of FOV is slanted from nadir direction, none of the spacecraft axes (Xsc, 114 
Ysc, and Zsc) are normal to CCD of ONC-W2.  115 
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 116 

Figure 2. System efficiencies of ONC-W1 (left) and W2 (right). Quantum efficiency, Q (number 117 
of photoelectrons per single photon), the transmittance Topt of the optical system, the 118 
transmittance TND of neutral density filter, and the total transmittance Ttot of the entire camera 119 
system are shown in the Figure. 120 

  121 
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3. Distortion of ONC-W1 and -W2 122 

As noted above, W1 and W2 cameras have a wide field of view (FOV > 65 degrees), 123 
and thus distortion in the peripheral areas in their FOV is not negligible. The degree of distortion 124 
was measured in pre-flight calibration experiments by using a flat liquid crystal display (LCD) 125 
and an image with equally spaced dot patterns. Figure 3 (a) shows an image of the dot pattern 126 
displayed by the large LCD (50 inches). This image was taken by the W1 camera facing the LCD 127 
at a distance of 475 mm. It is noted here that because ONC-W1 and W2 cameras have large depth 128 
of field (F number = 9.6), even an image on LCD at small distance (50 cm) from cameras do not 129 
require a collimator for the measurements. As the distance from an image center increases, spaces 130 
between the neighboring dots in the image captured by the CCD decrease due to the distortion of 131 
the optics. An ideal optics with infinitesimal aperture size (e.g., a pinhole system) without a 132 
distortion should project the dot pattern with constant spaces on an image sensor (CCD). In such 133 
a system, an image of a point light source located at 𝛼𝛼  radians from the center of FOV is 134 
projected on the image sensor at distance 𝑟𝑟′ [pixels] measured from its center:  135 

𝑟𝑟′ = 𝑓𝑓
𝑜𝑜

tan𝛼𝛼 [pixels] 136 

where 𝑓𝑓 denotes a focal length of a camera, and 𝑝𝑝 denotes the size of CCD pixels. However, in 137 
real optics, the point source is projected at a distance 𝑟𝑟 [pixels] from the center of the image due 138 
to the distortion. The distortion parameters (𝜖𝜖1 and ϵ2) are defined by the relationship between 139 
𝑟𝑟′ and 𝑟𝑟  as follows: 140 

𝑟𝑟′ = 𝑟𝑟 + 𝜖𝜖1𝑟𝑟3 + 𝜖𝜖2𝑟𝑟5. (1) 141 

The model was used to define the distortion of W1 and W2 cameras in the pre-flight calibration. 142 
The estimated parameters are listed in Table 2. An image of the dot patterns corrected by using 143 
these parameters is shown in Figure 3 (b). The barrel-shaped distortion shown in the original 144 
image (Fig 3(a)) is corrected in Figure 3 (b).  145 

However, the camera distortion parameters after launch may have changed from the pre-146 
flight values due to severe vibration during the launch and large changes in environmental 147 
conditions, such as temperature. Thus, these distortion parameters were examined by using post-148 
launch star images captured on Feb 19, 2015 (W1) and Dec 11, 2014 (W2). A left (Right) panel 149 
in Figure 4 shows the positions of stars identified in the inflight image captured by the W1 and 150 
W2 cameras. The positions of stars are defined as locations in which maximum signal from each 151 
star is detected. The circle symbols in each panel show the original positions of the identified stars 152 
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in an image coordinate system. Exposure times for these acquisitions corresponded to 5.57 s and 153 
44.57 s for the W1 and W2 cameras, respectively. Original star positions in the image coordinate 154 
system were manually determined by using an astronomical imaging and data visualization 155 
application (SAOimage DS9) distributed by Smithsonian Astrophysical Observatory. These 156 
positions were then converted to distortion-free positions by using the coefficients listed in Table 157 
2 and Equation (1). A result of this conversion is demonstrated by plus symbols in each panel of 158 
Figure 4. The new positions of the stars were considered as results of a projection in the pinhole 159 
system, and the actual angles between the image center and each star were accurately estimated 160 
by providing the 𝑓𝑓 and 𝑝𝑝 values. These angle values were used to project each star on an 161 
arbitral spherical coordinate system. A set of Euler angles ( )γβα ,,  was then calculated to convert 162 

the spherical coordinates to the celestial coordinates. Finally, corresponding right ascension and 163 
declination angles were obtained for each pixel. Figure 5 shows the results of this procedure to 164 
determine the celestial coordinates for the star images captured by the (a) W1 and (b) W2 cameras. 165 
The FOV in x-direction, y-direction, and diagonal direction were estimated as 69.71 (68.89) 166 
degrees and 91.58 (90.75) degrees for W1 (W2). The mean pixel resolutions were estimated as 167 
0.06808 [degrees/pixel] and 0.06728 [degrees/pixel] for W1 and W2, respectively. An error 168 
between the estimated celestial coordinate values and known R.A and Dec angles for each star 169 
(in J2000 system) corresponded to averages of 0.041 degrees and 0.036 degrees for W1 and W2, 170 
respectively. Thus, random errors in the estimation of the celestial coordinate of the star images 171 
captured inflight calibration are listed in Table 2 and are less than the pixel resolutions. This 172 
shows that the distortion parameters measured in the pre-flight calibration (see Table 2) did not 173 
deteriorate after the launch. 174 



11 

 

 175 

Figure 3. (a) An image of the dot pattern displayed by the large LCD (W1 image). (b) 176 
Distortion-corrected image obtained by using the parameters listed in Table 2. 177 

 178 

  179 
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Table 2. Distortion parameters of W1 and W2 cameras determined in the pre-flight calibration 180 
experiment. 181 

 W1 W2 

𝜖𝜖1 [pixel-2] 3.134E-7 2.893E-7 

𝜖𝜖2 [pixel-4] -1.716E-13 -1.365E-13 

RMS Error [pixels] (after 
correction) 

0.6 0.5 

 182 

 183 

Figure 4. The positions of stars identified in the inflight image captured by W1 (left) and W2 184 
(right) cameras. Open circle symbols in each panel show the original positions of identified stars 185 
in an image coordinate system. Plus symbols show the distortion-corrected position of the stars. 186 
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 187 

Figure 5. The results of fitting of R.A and Decl angles to the original images observed by W1 188 
(left) and W2 (right) cameras. 189 

  190 
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4. Verification of Sensitivity of ONC-W1 and -W2 191 

Images of the Earth were acquired immediately before and after the swing-by phase by 192 
both wide cameras to check the functioning of the cameras. Observations of the Earth by W2 were 193 
performed immediately prior to the swing-by on Dec 3, 2015. Table 3 lists the times, exposure 194 
settings, and distances to the Earth for the observations. Twenty successive images were obtained 195 
by W2 during the approaching phase of a swing-by. A composite image composed using images 196 
#1, #7, #13, #17 and #19 are shown in Figure 6 with a common gray scale. Images of approaching 197 
Earth and smear patterns (vertical stripes) were observed. This is kind of frame transfer smear. 198 
The reason why the smear presents both above and below bright object (the Earth) is due to a 199 
mechanism of resetting and transferring charges before and after the exposure. Because no zero-200 
exposure images were taken for smear correction, smear counts were estimated based a dark area 201 
in each image and subtracted from the raw images. The dark area defined in this calculation 202 
includes a region above the dashed line (y = 455 pixels) as shown in Figure 6. The smear counts 203 
in each row of images were estimated by averaging the counts in the dark area along the y-axis. 204 
The obtained signal levels were compared with an expected value defined as follows. A solar 205 
irradiance illuminating unit area of the Earth’s surface with a zenith angle of 𝜒𝜒  at a 206 
wavelength 𝜆𝜆 is defined as 𝐽𝐽s(𝜆𝜆)cos𝜒𝜒 [W m2 nm⁄ ]. The radiance of reflected light from the 207 
Earth’s surface with a bidirectional reflectance factor of 𝑅𝑅(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ ) is expressed as follows: 208 

𝐼𝐼(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ ) = 𝑅𝑅(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ ) 𝐽𝐽s(𝜆𝜆)cos𝜒𝜒
π

 [W m2 nm sr⁄ ]      (2)  209 

where, 𝜃𝜃 and ∅ denote spacecraft zenith angle, and azimuth angle measured from the sun 210 
direction [Martonchik et al., 2000]. The number of photons entering a single pixel of the camera 211 
facing the plane with the radiance 𝐼𝐼(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ ) is as follows: 212 

𝑁𝑁(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ ) = 𝐼𝐼(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ )
ℎ𝜈𝜈

𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜(𝜆𝜆) 𝑇𝑇𝑁𝑁𝑁𝑁 (𝜆𝜆)𝐴𝐴𝐴𝐴 = 𝐼𝐼(𝜆𝜆,𝜒𝜒,𝜃𝜃,∅ )
ℎ𝜈𝜈

𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜(𝜆𝜆) 𝑇𝑇𝑁𝑁𝑁𝑁 (𝜆𝜆) �𝜋𝜋𝑁𝑁
2

4
� �𝑜𝑜

2

𝑓𝑓2
�  [Photons s nm⁄ ] (3) 213 

where ℎ is Plank constant, 𝜈𝜈 is frequency of 𝑎𝑎 photon,𝐴𝐴 and 𝐴𝐴  denote the area of effective 214 
aperture and the solid angle of a pixel (𝐴𝐴 = 𝑝𝑝2 𝑓𝑓2⁄ ), respectively. 𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜(𝜆𝜆) and 𝑇𝑇𝑁𝑁𝑁𝑁 (𝜆𝜆) denote 215 
optical transmittances of the optics and an ND filter, respectively as shown in Figure 2. 216 
Additionally, 𝑝𝑝,𝑓𝑓 and 𝐷𝐷 denote the pixel size (=13 μm ), the focal length of a camera (see Table 217 
1), and the diameter of the effective aperture of optics, respectively. Thus, by using equations (2) 218 
and (3), the total signal obtained with an exposure time τ is expressed as follows: 219 

𝑆𝑆 = τ
𝐺𝐺 ∫ 𝑁𝑁(𝜆𝜆, 𝜒𝜒, 𝜃𝜃, ∅ )𝑄𝑄(𝜆𝜆)d𝜆𝜆700nm

450nm = 𝑅𝑅�(𝜒𝜒,𝜃𝜃,∅ )τcos𝜒𝜒
4ℎ𝑐𝑐 𝐺𝐺

�𝑜𝑜
2

𝐹𝐹2
�  ∫ 𝜆𝜆 𝐽𝐽s(𝜆𝜆)𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜(𝜆𝜆) 𝑇𝑇𝑁𝑁𝑁𝑁 (𝜆𝜆)𝑄𝑄(𝜆𝜆)d𝜆𝜆700nm

450nm  [DN], (4) 220 
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where F denotes an F-number defined by 𝐹𝐹 ≡ 𝑓𝑓
𝑁𝑁

 and G denotes the gain factor of CCD (see 221 

Table 1). In this transformation, R is assumed to be nearly constant throughout the bandpass of 222 
the cameras (450-700nm) and taken it out of the integral. This “mean bidirectional reflectance 223 
factor” is denoted as 𝑅𝑅� in the equation. Obviously, this simplification is not strictly valid for all 224 
terrain surfaces as Earth has colorful appearance in the visible wavelength range. Nevertheless, 225 
this equation is useful for estimating an which order of magnitude the signal level may have in 226 
digital number unit (DN) when the camera acquired an image of a plane with the mean 227 
bidirectional reflectance factor, 𝑅𝑅�(𝜒𝜒,𝜃𝜃,∅ ), and the solar irradiance 𝐽𝐽𝑠𝑠(𝜆𝜆). Figure 7 shows a 228 
map of the 𝑅𝑅�(𝜒𝜒,𝜃𝜃,∅ ) calculated from image #17 (see Table 3 and Fig. 6) by using equation 229 
(4). Validation of the observation is conducted by comparing the reflectance factor of the ocean 230 
with a reference value. Nearly middle point in Arabian Sea (shown with plus symbol in Figure 231 
7) is focused on for this comparison since there are no overlaying clouds. Geographic location, 232 
observed mean bidirectional reflectance factor, and geometric parameters(𝜒𝜒,𝜃𝜃,∅ ) for this 233 
region are listed in Table 4 together with reference values. The reference values are estimated 234 
by converting satellite-based ‘anisotropic reflectance factors’ reported in Taylor and Stowe, 235 
[1984] to 𝑅𝑅�(𝜒𝜒,𝜃𝜃,∅ ). Geometric parameters  (𝜒𝜒,𝜃𝜃,∅ ) for the reference value correspond to 236 
37-40 degrees, 48 degrees, and 167 degrees, respectively and nearly identical with present case. 237 
The 𝑅𝑅� value of sea surface observed by ONC-W2 is found to be 40% less than the reference 238 
value. They agree within a half order of magnitude. 239 
A similar evaluation was also performed for the images obtained by the W1 camera. 240 
Observations of the Earth by W1 were performed after the swing-by on Dec 4, 2015. Table 4 241 
lists the times, exposure settings, and distances to the Earth at the observations. Figure 8 shows 242 
a trimmed image of the Earth captured by the W1 camera with a gray scale (#1 of Table 7). A 243 
map of 𝑅𝑅�(𝜒𝜒,𝜃𝜃,∅ ) evaluated from this image and equation (4) is shown in Figure 9. An area 244 
with high value up to 0.8 corresponds to the Antarctic continent. Such high reflectance value is 245 
due to the surface covered with snow and ice and is well consistent with results from satellite 246 
observations [Taylor and Stowe, 1984; Hatzianastassiou et al., 2014]. Two distinct areas are 247 
selected for the comparison between the observed values and the reference values by Taylor and 248 
Stowe, [1984]. The one is on Antarctic continent and the other is on Antarctic Sea as indicated 249 
with plus symbols in Figure 9. Geographic locations, observed mean bidirectional reflectance 250 
factors, and geometric parameters (𝜒𝜒,𝜃𝜃,∅ ) for these regions are listed in Table 6 together with 251 
the reference value. In this case, the 𝑅𝑅� value of sea surface (Antarctic Sea) observed by ONC-252 
W1 is found to be 70% greater than the reference value. They agree within an order of 253 
magnitude. On the other hand, the observed 𝑅𝑅� value for the snow surface (Antarctic continent) 254 



16 

 

shows fairly good agreement with the reference value. In addition, 𝑅𝑅� values for ocean and 255 
cloud areas shows comparable value with results from W2 observations. Thus, signal levels for 256 
Earth consistent with expectation from equation (4) were obtained by both W1 and W2 cameras 257 
suggesting no severe degradation in sensitivity for these cameras after the launch.  258 

 259 

Table 3. Times, exposure settings, and distances to the Earth for the observations by the W2 260 
camera. 261 

Data# (Filename) Observation time 

YYYY-MM-DDTHH:mm:SS 

Exposure 
time [sec] 

Distance to the 
Earth [km] 

#1(hyb2_onc_20151203_00000
6_w2f_l2a) 

2015-12-03T00:00:06 0.0041 
202863.4 

#2(hyb2_onc_20151203_00595
8_w2f_l2a) 

2015-12-03T00:59:58 0.0041 
184855.2 

#3(hyb2_onc_20151203_01595
8_w2f_l2a) 

 2015-12-03T01:59:58  0.0041 
166674.6 

#4(hyb2_onc_20151203_02595
8_w2f_l2a) 

 2015-12-03T02:59:58  0.0041 
148333.6 

#5(hyb2_onc_20151203_03595
8_w2f_l2a) 

 2015-12-03T03:59:58  0.0041 
129793.9 

#6(hyb2_onc_20151203_04595
8_w2f_l2a) 

 2015-12-03T04:59:58  0.00272 
111001.3 

#7(hyb2_onc_20151203_05295
8_w2f_l2a) 

 2015-12-03T05:29:58  0.00272 
101486.5 

#8(hyb2_onc_20151203_05595
8_w2f_l2a) 

 2015-12-03T05:59:58  0.00272 
91875.2 

#9(hyb2_onc_20151203_06295
8_w2f_l2a) 

 2015-12-03T06:29:58  0.00272 
82150.0 
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#10(hyb2_onc_20151203_0659
58_w2f_l2a) 

 2015-12-03T06:59:58  0.00272 
72288.1 

#11(hyb2_onc_20151203_0714
58_w2f_l2a) 

 2015-12-03T07:14:58  0.00272 
67296.8 

#12(hyb2_onc_20151203_0729
58_w2f_l2a) 

 2015-12-03T07:29:58  0.00272 
62259.2 

#13(hyb2_onc_20151203_0744
58_w2f_l2a) 

 2015-12-03T07:44:58  0.00272 
57170.0 

#14(hyb2_onc_20151203_0759
58_w2f_l2a) 

 2015-12-03T07:59:58 0.00272 
52023.0 

#15(hyb2_onc_20151203_0814
58_w2f_l2a) 

 2015-12-03T08:14:58  0.00272 
46810.9 

#16(hyb2_onc_20151203_0829
58_w2f_l2a) 

 2015-12-03T08:29:58  0.00272 
41526.2 

#17(hyb2_onc_20151203_0844
58_w2f_l2a) 

 2015-12-03T08:44:58 0.00272 
36161.4 

#18(hyb2_onc_20151203_0859
58_w2f_l2a) 

 2015-12-03T08:59:58 0.00272 
30712.5 

#19(hyb2_onc_20151203_0914
58_w2f_l2a) 

 2015-12-03T09:14:58  0.00272 
25188.8 

#20(hyb2_onc_20151203_0929
58_w2f_l2a) 

 2015-12-03T09:29:58  0.00272 
19647.2 

 262 
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 263 

Figure 6. An image composed using images #1, #7, #13, #17 and #19. The top of the Earth 264 
image covers Sahara desert and the Mediterranean Sea, and the middle to lower left of the 265 
image covers Arabian Peninsula to Indian subcontinent. 266 
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 267 

Figure 7. Bidirectional reflectance factor calculated from the image (#17 of Table 3) captured 268 
by the W2 camera.  269 

Table 4. The observed and the reference value of 𝑅𝑅 and geometric parameters (ONC-W2). 270 

Area (location) Surface 
type 

Observed 
𝑅𝑅�(𝜒𝜒, 𝜃𝜃,∅ ) 

𝜒𝜒 

[deg] 

𝜃𝜃 

[deg] 

∅ 

[deg] 

𝑅𝑅� estimated from  

Taylor and Stowe [1984] 

Arabian Sea 

(66.2E, 20.4N) 

water 0.08 46.8 39.7 153.9 0.13 

 271 

272 
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Table 5. Times, exposure settings, and distances to the Earth for the observations captured by 273 
the W1 camera. 274 

Data# (Filename) Observation time Exposure time 
[sec] 

Distance to the 
Earth [km] 

#1(hyb2_onc_20151204_04102
7_w1f_l2a) 

2015-12-
04T04:10:27 

0.082 342622.8 

#2(hyb2_onc_20151204_04542
9_w1f_l2a) 

2015-12-
04T04:54:29 

0.082 355423.0 

 275 

 276 

Figure 8. Trimmed image of the Earth captured by the W1 camera (#1 of Table 5). The brightest 277 
region is Antarctic continent. 278 
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 279 

Figure 9. Bidirectional reflectance factor calculated from the image (#1 of Table 4) captured by 280 
the W1 camera. 281 

 282 

Table 6. The observed and the reference value of 𝑅𝑅 and geometric parameters (ONC-W1). 283 

Area (location) Surface 
type 

Observed 
𝑅𝑅�(𝜒𝜒, 𝜃𝜃,∅ ) 

𝜒𝜒 

[deg] 

𝜃𝜃 

[deg] 

∅ 

[deg] 

𝑅𝑅� estimated from  

Taylor and Stowe [1984] 

Antarctic 
continent 

(45.3E, 75.3S) 

snow 0.72 63.5 15.1 46.2 0.73 

Antarctic Sea 

(86.1E, 24.7S) 

water 0.17 26.6 40.8 107.0 0.10 

 284 

 285 
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 286 
5. Verification of PSF of ONC-T using star images 287 

In this section, the result of a measurement of the point-spreading function (PSF) of 288 
ONC-T using star images obtained during the initial check-out immediately after the launch is 289 
presented in comparison with the pre-launch PSF values measured with a star simulator 290 
comprising a collimator and a pinhole in a laboratory (K2017). A pre-flight image captured on 291 
Dec 11, 2014 with the wide-band filter (see K2017 for details) was used to estimate PSF. The 292 
exposure time to capture this image was set as 11.14 s. The left panel in Figure 10 shows an 293 
expanded image with a reference gray scale level. Twenty two stars were identified from this 294 
image, and each of the stars was assigned an identification number (from #1 to # 22). The right 295 
panel of Figure 10 shows the location and number of each star. The Hipparcos catalogue numbers 296 
(HIP ID) and visual magnitudes of these stars are listed in Table 7 in conjunction with the approx. 297 
pixel locations in the image. A two-dimensional Gaussian fitting method was applied to estimate 298 
the FWHM of each star image. The fitting was performed with an IDL function (GAUSS2DFIT). 299 
This function fitted a two-dimensional elliptical Gaussian equation to each star image and 300 
estimated the peak intensity, location, standard deviations along elliptical major and minor axes 301 
( 1σ  and 2σ ), and the intensity of background. Additionally, 1σ  was adopted as an estimated 302 
standard deviation. 1σ was then converted to FWHM by FWHM=2.35× 1σ . The estimated 303 

FWHM is shown in Figure 11 as a function of the distance from center of the image. The values 304 
obtained in the pre-flight (laboratory) calibration from K2017 are also shown in the plot for 305 
comparison. This result from the inflight calibration shows that the PSF of ONC-T (wide band) 306 
was less than 2 pixels in most fields of view (r < 575 pixels), indicating no evidence for 307 
degradations of PSF after the launch. The PSF outside this area was slightly higher than 2 pixels, 308 
and this was due to the vignetting by the extended hood attached to the camera after the pre-flight 309 
calibration to eliminate strong stray light coming through the fore optics system as discussed by 310 
K2017. 311 

  312 
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Table 7. The Hipparcos catalogue numbers (HIP ID) and visual magnitudes of stars identified in 313 
an image captured on Dec 11, 2014. 314 

Star # Hipparcos Cat #  Vis magnitude x [pixels] y [pixels] 

1 HIP 24129 8.37 491 456 

2 HIP 23946 8.34 435 531 

3 HIP 23883 5.84 465 568 

4 HIP 23909 8.53 483 558 

5 HIP 23784 7.13 590 628 

6 HIP 24063 7.52 543 490 

7 HIP 24163 8.09 585 453 

8 HIP 24158 8.07 545 450 

9 HIP 24822 4.96 576 151 

10 HIP 24761 7.30 525 173 

11 HIP 24512 6.26 590 298 

12 HIP 24820 6.12 261 113 

13 HIP 24977 6.20 216 41 

14 HIP 24906 6.65 176 61 

15 HIP 23871 5.28 258 551 

16 HIP 23949 6.51 171 501 

17 HIP 23068 5.79 791 981 

18 HIP 23088 5.79 971 985 

19 HIP 23900 5.50 877 604 

20 HIP 23550 7.44 976 773 
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21 HIP 24665 6.85 876 255 

22 HIP 23151 7.99 883 950 

 315 

 316 

Figure 10. Star image captures with ONC-T on Dec 11, 2014 with the wide-band filter used in 317 
measurements of PSF and a distortion. A left panel shows an image with a reference gray scale 318 
level. A right panel shows the location and number of known stars.  319 
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 320 

Figure 11. The estimated FWHM as a function of the distance from the center of the image. 321 
Note that the pre-flight measurements were conducted without a hood.  322 
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6. Estimation of a distortion and focal length of ONC-T using star images 323 

The ONC-T is a telescopic camera with a narrow field of view corresponding to 324 
approximately 6.3 degrees2. Thus, in contrast to the W1 and W2 cameras, a distortion over the 325 
field of view was small. Thus, it was difficult to precisely determine the distortion of ONC-T in 326 
the same manner in the pre-flight calibration for W1 and W2; no distortion value was estimated 327 
for ONC-T before the launch. A star field taken from space offered much better data to estimate 328 
the distortion of the optics. The image of a star field used for the PSF verification (see Section 5) 329 
was also employed for an estimation of a distortion and the focal length of ONC-T. A model of 330 
the distortion is defined in an almost similar manner for the case of W1 and W2 cameras (see 331 
Section 3) as follows: 332 

𝑟𝑟′ = 𝑟𝑟 + 𝜖𝜖1𝑟𝑟3 [pixels],      (5) 333 

where 𝜖𝜖1 denotes a distortion coefficient that yields pincushion distortion or barrel distortion 334 
depending on whether it is positive or negative [Owen, 2011]. Additionally, 𝑟𝑟′ and 𝑟𝑟 denote 335 
distances from the center of the image in an image coordinate system without and with a distortion, 336 
respectively. Furthermore, 𝑟𝑟′  of 22 stars listed in Table 7 can be obtained by assuming 337 
coordinates (R.A and Decl.) corresponding to the center of the image (𝑅𝑅𝐴𝐴𝑐𝑐 ,𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐) and a focal 338 
length 𝑓𝑓𝑇𝑇 of ONC-T by using equation (5). Moreover, 𝑟𝑟 denotes the measured values obtained 339 
by 𝑟𝑟 = �𝑥𝑥2 + 𝑦𝑦2 for the identified 22 stars listed in Table 7. The best values of 𝜖𝜖1, (𝑅𝑅𝐴𝐴𝑐𝑐 ,𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐), 340 
and 𝑓𝑓𝑇𝑇  for this model were estimated by an iteration as −9.28 × 10−9[𝑝𝑝𝑝𝑝𝑥𝑥𝑝𝑝𝑙𝑙−1], (5.159 h, 341 
21.961 deg), and 120.50±0.01 mm, respectively. Figure 12 shows the celestial coordinates fitted 342 
to the star images by assuming these parameters. The method of the fitting is described in section 343 
3. This result shows that the magnitude of the distortion term in equation (5) (𝜖𝜖1𝑟𝑟3) are nearly 1 344 
pixel and 3 pixels at r=500 (the edge of an inscribed circle of FOV) pixels and r=724 pixels (the 345 
four corners of the FOV), respectively. The FOV in the x-direction, y-direction, and diagonal 346 
direction were estimated as 6.302 degrees and 8.881 degrees, respectively. The mean pixel 347 
resolutions were estimated as 0.0062 [degrees/pixel]. The standard error between the estimated 348 
celestial coordinate values and the known R.A and Dec angles for each star (in J2000 system) 349 
corresponds to 0.006 degrees. Thus, the accuracy of the distortion correction is about 1/10 pixel, 350 
which is sufficiently low to be negligible for the co-registration between different bands for 351 
visible spectroscopic observations. The higher accuracy is of great importance because it will be 352 
used for observing the global multi-band images of Ryugu (Sugita et al., 2013a).  353 
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 354 

Figure 12. Celestial coordinates fitted to the star image by ONC-T. 355 

 356 

357 
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7. Verification of Spectral Sensitivity and a flat field of ONC-T 358 

In this section, the results of verification of spectral sensitivity and a flat field of ONC-359 
T through the inflight observation of Mars, Moon, and the Earth are reported. In section 7-1, 360 
verification for relative sensitivity among all bands except for wide-band of ONC-T is conducted 361 
by comparing spectral reflectance measured with a ground-based observation and that deduced 362 
from multiband images by ONC-T. In section 7-2, radiometric calibrations by using a lunar 363 
spectral model (SELENE/SP model) are conducted. In particular, an uncertainty in the flatness of 364 
sensitivity among the three filter bands used for the searching for possible 0.7 μm absorption of 365 
hydrated minerals in Ryugu is carefully examined. Finally, the validity of spectral sensitivity of 366 
ONC-T is also examined by reproducing a true color image of the Earth by composing multiband 367 
images taken during Earth swing-by in section 7-3. 368 

7-1. Measurements of Reflectance of Mars 369 
Multi-band observations of Mars were performed on May 24, 25, and June 7, 2016 in 370 

the cruising phase to examine the spectral sensitivity of ONC-T. Table 8 summarizes the 371 
geometric conditions at these observations. As shown in the table, the apparent diameters of Mars 372 
during the observations exceeded one pixel for ONC-T, and therefore it was possible to use the 373 
radiance coefficients measured in the pre-flight calibration to derive radiance [K2017]. Exposure 374 
times for each band are listed in Table 9. The exposure time settings were optimized after 375 
checking the first results, and thus more appropriate values were applied in the following 376 
observations. With respect to each shooting, images with zero-exposure time (i.e. smear images) 377 
were also obtained at nearly simultaneous timings. The signals obtained by ONC-T were 378 
converted to reflectance spectra by the following procedures. First, the smear image was 379 
subtracted from the raw image for each band. Following the subtraction, image data with signals 380 
in a digital number (DN) were converted to radiance for each band by applying the radiance 381 
coefficients and flat data shown in K2017. An image area enclosed by a square of size 20 pixels 382 
that contained Mars in its center was defined as ‘Mars area’. Similarly, an image area enclosed 383 
by a square of size 100 pixels with a center that was common with ‘Mars area’ was defined as 384 
‘Total area’. A hollow square area obtained by subtracting the ‘Mars area’ from the ‘Total area’ 385 
was defined as ‘background (BG) area’. The averaged value of the ‘BG area’ was considered as 386 
background intensity. The background intensity was subtracted from each pixel of the ‘Mars area’. 387 
The total value of the background-subtracted ‘Mars area’ corresponds to the radiance of Mars. 388 
The reflectance of Mars was then deduced by dividing the radiance with reference solar irradiance 389 
at the Mars orbit (1.50 - 1.52 AU). The irradiance at the Mars orbit is calculated based on a 390 
reference solar spectrum developed by American Society for Testing and Materials 391 
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(http://rredc.nrel.gov/solar/spectra/AM0/ASTM2000.html). Solar irradiance for each band is then 392 
calculated by averaging the irradiance spectrum by using the system efficiency for each band as 393 
a weight function (see K2017). The reflectance normalized at the v-band (550 nm) for the May 394 
31 dataset is shown in Figure 14 (a) with black dots. Reflectance spectra based on ground 395 
observations by Singer (1973) are also shown with solid and dashed curves as references. The 396 
dashed and solid curves show spectra at dark and bright areas in Martian surface, respectively. 397 
Thus, the observed spectrum is expected to fall between these spectra since the present results are 398 
hemispherically averaged value. However, reflectance values in longer wavelengths (x- and p-399 
bands) departed from the expected range. This was due to a temperature dependence of CCD 400 
sensitivity. Figure 13 shows the temperature dependencies of CCD sensitivity for various 401 
wavelengths provided by the manufacturer (E2V). Significant dependencies on temperature are 402 
clearly observed for the wavelengths. The radiance coefficients shown in K2017 corresponded to 403 
values at room temperature (24-28 °C). Conversely, CCD temperature during the observations of 404 
Mars was approximately −33.7 °C based on the house keeping (HK) data. This clearly indicates 405 
that a temperature correction is necessary to obtain true radiances. A spectrum on May 30 406 
corrected by taking this effect into account is shown by the red dots in Figure 14 (a). The corrected 407 
spectrum falls within the expected range. Figure 14 (b) shows all three spectra after the correction. 408 
 409 

Table 8. Geometric conditions at observations of Mars by ONC-T. 410 

Date 
 

Mars-Sun 
distance 

(AU) 

Mars-HY2 
distance 

(AU) 

Mars-Earth 
distance 

(AU) 

HY2-
Mars-Sun 

Angle 
(deg) 

Mars 
radius 

(pixels) 

Rotational 
longitude 

(deg) 

12:45 
May 24, 
2015 

1.52 0.315 0.507 3.9 0.68 343 

12:45 
May 31, 
2015 

1.51 0.291 0.503 1.3 0.74 279 

10:30 
June 7,  
2015 

1.50 0.271 0.508 6.7 0.79 182 

 411 
Table 9. Exposure times in a unit of [msec] for each band. 412 
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Date ul B v Na w x p 

May 24, 
2015 

43.5 16.4 16.4 32.8 16.4 21.8 43.5 

May 31 
and June 

7 

696 131 87.0 131 43.5 65.6 131 

 413 

 414 
Figure 13. Temperature dependences of CCD sensitivity for various wavelengths provided by 415 

the manufacturer (E2V). 416 
 417 
 418 
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 419 

Figure 14. (a) Reflectance normalized at the v-band (550nm) for the May 31 dataset. Black 420 
(Red) dots show normalized reflectance without (with) the temperature correction. (b) 421 
Comparison among three days of observations (May 24, 31 and June 7) of reflectance spectra 422 
corrected for CCD sensitivity on temperature. The solid and dashed curves are spectra for bright 423 
and dark regions on Mars, respectively (Singer et al., 1973). 424 
  425 
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7-2. Comparison with SELENE/SP Lunar Reflectance Model 426 

The lunar surface reflectance involves long-term stability (less than 1% variation during 1 427 
million years, Kieffer (1997). Although recently Speyerer et al. (2016) reported that the time scale 428 
for 1% variation may be only 81,000 years, even this time scale is considerably longer than the 429 
mission time scales. Hence, the Moon is an ideal target for radiometric calibration of sensors in 430 
space once a reliable lunar reflectance and photometrical model are obtained. Spectral Profiler 431 
(SP) onboard SELENE (a Japanese Lunar orbiter) provided a global hyperspectral lunar 432 
reflectance and photometrical model (known as the SP model, Yokota et al., 2011), which enables 433 
the simulation of any lunar observation including a far side observation (Kouyama et al., 2016). 434 

The ONC had an opportunity to observe the Moon on December 5, 2015 with a sufficient pixel 435 
size (approximately 20-pixel radius) for radiometric calibration after Hayabusa2’s swing-by 436 
operation to obtain gravity assist to go to Ryugu using the Earth. Figure 15 shows an example of 437 
an observed lunar image captured with the v-band and its simulation image based on the SP model. 438 
The observed spatial distribution of brightness is simulated well; the correlation between observed 439 
and simulated images is higher than 0.99. At the observation, the sub spacecraft latitude and 440 
longitude was -56.37° and -96.25°, respectively, the observation distance corresponded to 441 
764,658 km, and the phase angles was 59.3°. Gaussian smoothing with FWHM = 1.71 (see section 442 
5) was performed in the simulated image to match the PSF of ONC-T. 443 
 444 
 445 

 446 
Figure 15. (a) Observed lunar image taken on December 5, 2015 (v-band) and (b) its simulated 447 
image based on the SP model by Kouyama et al. (2016). 448 
 449 
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Sensor sensitivity variations among ONC bands could be calculated through comparisons 450 
between observed and simulated lunar brightness at each band. Lunar irradiance I (W m-2 μm-1) 451 
was used for the comparison, which is estimated as follows: 452 

𝐼𝐼 = ∑ 𝑟𝑟𝑖𝑖𝑖𝑖 𝜔𝜔𝑜𝑜𝑖𝑖𝑝𝑝𝑝𝑝𝑝𝑝,        (6) 453 
where i indicates i-th pixel included in Moon disk region and surrounding blurred region in each 454 
lunar image, ri denotes radiance (W m-2 sr-1 μm-1) at the i-th pixel, and ωpixel denotes steradian of 455 
a pixel. Sensor sensitivity correction based on CCD temperature described in the previous section 456 
was performed to measure ri (approximately -29.5 °C during the Moon observation sequence). 457 
The SP model covers a wavelength ranging from 512 nm to 1650 nm, and thus observed lunar 458 
images obtained with 549 nm, 700 nm, 859 nm, and 950 nm bands were used. Previous studies 459 
have confirmed that the reflectance from the SP model showed a darker trend in the short 460 
wavelength range (several tens %, Ohtake et al., 2013; Kouyama et al., 2016), and a correction 461 
with another lunar reflectance model was proposed for the SP model (Kouyama et al., 2016). In 462 
the present study, the ROLO model was used for the correction, which was developed from 463 
ground-based multi-spectral lunar observations and with an absolute brightness that has displayed 464 
good consistency (up to 10% discrepancy) with several satellite lunar observations in visible and 465 
near infrared wavelength range (Kieffer and Stone, 2005). 466 

Measured irradiances of the observed and simulated values are listed in Table 10. With respect 467 
to absolute irradiance comparisons, the observed irradiances were ~15% brighter than those from 468 
the simulated images. However, because there is significant uncertainty in the absolute intensity 469 
calibration of the Kaguya spectral model, more thorough examinations are necessary for decisive 470 
conclusions for the accuracy of the absolute intensity calibration of the ONC-T (cf. Kouyama et 471 
al., 2016).  472 

In contrast, irradiances normalized by 550 nm irradiance of observation and simulation exhibit 473 
good agreement (Figure 16); discrepancies less than 3%. This indicates that the relative 474 
sensitivities among the ONC bands did not vary from those at the ground-based experiment 475 
(K2017). In particular, discrepancies among the three bands (v-, w, x-bands) used for detecting 476 
the spectral absorption around 0.7 μm caused by hydrated minerals in the surface of Ryugu are 477 
0.07 - 1.4 % (see Table 10). Figure 16 also shows observed irradiances without sensor sensitivity 478 
correction based on CCD temperature. The distribution without the correction differed from the 479 
simulated spectrum much more than the corrected one, which indicated that in a manner similar 480 
to the Mars observation, the sensitivity correction based on CCD temperature is essential to 481 
measure a target color ratio.  482 

Although relative spectral sensitivities among ONC-T bands were verified in the analyses 483 
discussed above, the accuracy of flat-field needs to be examined with different analysis. In fact, 484 
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we conducted flat-field measurements using a portable flat light source immediately after the flat-485 
field measurements with an integrating sphere discussed by K2017 before camera assembly to 486 
the spacecraft, during the final integration test for the Hayabusa2, and during pre-flight health 487 
check at Tanegashima launch site. The result of this series of measurements with the portable flat 488 
light source suggested that a slight shift in the vignetting pattern in the FOV. However, it was 489 
difficult to judge this small change in a flat field pattern is real or artifact due to some change in 490 
our measurements system, since only one band of image was taken because of the lack of time. 491 
There was no opportunity to examine this uncertainty until the lunar measurements. In order to 492 
take advantage of this opportunity, we took images of the Moon both at the center of FOV (the 493 
center image) and near a corner of FOV (the corner image). The moon observations revealed a 494 
deviation in a flat field from its reported value in K2017. Figure 17 shows the ratio of irradiances 495 
estimated from two different lunar images by using equation (6). The center image is the same 496 
one that used in the comparison with the lunar reflectance spectral model. If a flat correction by 497 
using the values reported in K2017 were sufficient, then the ratio of irradiances estimated from 498 
these two images should be unity in all the bands. However, as shown in Figure 17, irradiance 499 
estimated from the corner image by using the flat data reported in K2017 was ~10% brighter than 500 
that of the center image for all bands except for the ul-band. This fact suggests that a flat field for 501 
each band deviated from that obtained by using an integrating sphere in a laboratory (K2017). 502 
These deviations are as almost identical for all bands except for the ul-band. Thus, a slight shift 503 
in the front hood position during disassembly and assembly works of Hayabusa2 prior to the 504 
launch was suspected. This was examined using data taken in the portable flat light source 505 
measurements mentioned above. Figure 18 (a) shows the normalized image of the light panel 506 
captured on Dec 2014 at Tanegashima (Launching site). The image was captured only at the v-507 
band, and the flat distribution appeared similar to that reported in K2017 (see Fig. 10 of K2017). 508 
Figure 18 (b) shows ratio between the normalized flat (Figure 18 (a)) and that shown in K2017. 509 
This clearly showed a deviation of the flat distribution, especially in the corners of the image. In 510 
a corner of small (large) X and Y, approximately +10 % (-10 %) increase (decrease) in the flat 511 
was evident. This type of variation can occur when the center of the front hood shifts towards x-512 
direction and y-direction relative to the original position. Thus, it was assumed that this variation 513 
in the flat field was common across all bands and did not suffer from any additional changes 514 
during the launch and the initial cruising phases. In Figure 16, the ratio of lunar irradiances 515 
recalculated by using Figure 18 (b) as a correction factor is also shown by blue circles. This new 516 
result shows the ratio of irradiances estimated by using two images close to unity (within 2%) for 517 
all the bands except for the ul-band. Furthermore, the accuracy of the flat correction becomes 518 
within 1% among the three bands (v-, w-, and x-bands) if the ratio shown in Figure 16 are 519 
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normalized by the value at v-band. Therefore, new flat fields that were corrected from those 520 
reported in K2017 by using the factor shown in Figure 18 (b) were considered to be better flats 521 
for all the bands except for the ul-band. These flats are probably the best flat we can estimate at 522 
this point and thus defined as provisional reference flats prior to arrival at Ryugu. 523 

Here, it is noted that the increased error in the flat-field calibration obtained for the ul-band 524 
(Fig. 17) is due to a different type of stray light. Details for this stray light are described in Section 525 
8-2. 526 

 527 
 528 
Table 10. Comparison of disk-integrated spectral irradiances (μW m-2 μm-1) of the Moon for 529 
different bands between actual ONC-T observation and simulation based on the Kaguya model. 530 

Bands v w x p 

Observation 349 351 269 247 

Simulation 313 315 238 215 

Observation/Simulation 1.115 1.114 1.130 1.149 

Ratio normalized with 
v-band 

1.000 0.999 1.014 1.030 

δIi (%) - 0.07  1.4  3.0  

 531 
 532 

 533 

Figure 16. (a) Comparison of normalized irradiances between observed lunar images (red dots), 534 
and simulated irradiance spectrum based on SP model corrected with ROLO model (solid line). 535 
Observed irradiances without sensor sensitivity correction based on CCD temperature are also 536 
plotted (black dots). Irradiance at 550 nm is used for the normalization of each irradiance plot. 537 
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(b) The ratio of irradiance observed by ONC-T to those by ROLO-corrected Kaguya (SP) model 538 
normalized at v-band. 539 

 540 
 541 
Figure 17. The ratio of the irradiances estimated from lunar image near corner of the FOV to 542 
that at the center of FOV. The deviation of this ratio from unity is a measure for the inaccuracy 543 
of our flat correction of ONC-T. Black and Red dots show those calculated by using sensitivity 544 
flat data reported by K2017 and newly defined in the present study taking into the account the 545 
affect of slight change in hood position between the laboratory calibration and the last assembly 546 
before the launch. 547 

 548 

 549 
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Figure 18. (a) Normalized sensitivity flat measured with the flat panel. (b) Ratio between the 550 
normalized flat and that shown in K2017. 551 

552 
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7-3. Reproduction of a true color image using sensitivity calibrated multi-band dataset. 553 
During the Earth swing-by phase, ONC-T captured multi-band images of the Earth. 554 

Images of six bands (ul-, b-, v-, w-, x-, and p-bands) were successfully obtained. The center 555 
wavelengths of each band lies between 390 nm and 950 nm [see K2017] including the most part 556 
of visible range (360-780nm). Obtained signal values in each band [DN/sec] were converted to 557 
radiance in units of Wm−2sr−1nm−1 by applying flat and radiance coefficients measured with 558 
an integrating sphere in pre-flight calibration [K2017]. By combining these calibrated multiband 559 
images, a spectrum of radiance flux corresponding to each location in the Earth’s image was 560 
obtained. The spectrum of the radiance covering the visible range could be converted to (R,G,B) 561 
values in an sRGB color space [International Standard, IEC 61966-2-1, 1999]. This suggests 562 
that the natural color of an object could be reproduced as a color image by using a multiband 563 
dataset.  564 

The first step involves registration of the Earth’s images in each band. Although all the bands 565 
share common optics and the CCD sensor except for interference filters [details in K2017], the 566 
focal length (i.e., field of view) may be slightly different for each band due to a chromatic 567 
aberration of the optics. For this reason, a position and a magnification of the Earth’s images 568 
taken at each band were deviated by sub-pixel to a pixel of distance from each other. In order to 569 
minimize this effect, a registration method that considered shift, rotation, scaling, and affine 570 
deformations [Leprince et al., 2007; Matsuoka and Kodama, 2011; Kouyama et al., 2016] were 571 
applied. Following the registration, a set of (R,G,B) values were calculated in a 24-bit true color 572 
system. A radiance value of the i-th band at the j-th pixel was defined as 𝐼𝐼′j (𝜆𝜆c,i) 573 
[Wm−2sr−1nm−1], where 𝜆𝜆c,i denotes a center wavelength of the i-th band. This radiance 574 
spectrum with discrete wavelengths was linearly interpolated and extrapolated to have values at 575 
wavelengths with regular intervals (1 nm) between 360 nm and 780 nm. This interpolated and 576 
extrapolated radiance spectrum corresponding to the j-th pixel is represented as 𝐼𝐼j (𝜆𝜆) . This 577 
radiance spectrum is used as a spectroscopic distribution function to derive three stimulus 578 
values, X, Y, and Z in CIE1931 color system as follows: 579 

Xj = k−1 ∫ �̅�𝑥 (𝜆𝜆) 𝐼𝐼j (𝜆𝜆) d𝜆𝜆780𝑛𝑛𝑛𝑛
360𝑛𝑛𝑛𝑛  , 580 

Yj = k−1 ∫ 𝑦𝑦� (𝜆𝜆) 𝐼𝐼j (𝜆𝜆) d𝜆𝜆780𝑛𝑛𝑛𝑛
360𝑛𝑛𝑛𝑛  ,     (7) 581 

Zj = k−1 ∫ 𝑧𝑧̅ (𝜆𝜆) 𝐼𝐼j (𝜆𝜆) d𝜆𝜆780𝑛𝑛𝑛𝑛
360𝑛𝑛𝑛𝑛  , 582 

where,  583 

k = ∫ 𝑦𝑦� (𝜆𝜆) 𝐼𝐼max (𝜆𝜆) d𝜆𝜆780𝑛𝑛𝑛𝑛
360𝑛𝑛𝑛𝑛          (8) 584 
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and �̅�𝑥(𝜆𝜆),𝑦𝑦�(𝜆𝜆), and 𝑧𝑧̅(𝜆𝜆) are color matching functions in the CIE1931 color system 585 
[Wyszecki and Stiles, 1982]. Additionally,  𝐼𝐼max (𝜆𝜆) in the equation corresponds to the 586 
interpolated and extrapolated radiance spectrum of a pixel where brightness in a grayscale level 587 
is maximum for all pixels. The stimulus values are then converted to a set of (R, G, B) values in 588 
sRGB color space by using the following expression: 589 

�
Rj
Gj
Bj
�

sRGB

= �
3.2406 −1.5372 −0.4986
−0.9689 1.8758 0.0415
0.0557 −0.2040 1.0570

��
Xj
Yj
Zj
�.        (9) 590 

The obtained set of (R,G,B) values are gamma-corrected by using the following rules: 591 

R′j,𝑠𝑠𝑅𝑅𝐺𝐺𝑠𝑠 = �
Rj,sRGB, × 12.92                            𝑝𝑝𝑓𝑓 Rj,sRGB  ≤ 0.0031308

1.055 × (Rj,sRGB)
1
2.4 − 0.055  𝑝𝑝𝑓𝑓 Rj,sRGB  > 0.0031308

 592 

G′j,𝑠𝑠𝑅𝑅𝐺𝐺𝑠𝑠 = �
Gj,sRGB × 12.92                            𝑝𝑝𝑓𝑓 Gj,sRGB  ≤ 0.0031308

1.055 × (Gj,sRGB)
1
2.4 − 0.055  𝑝𝑝𝑓𝑓 Gj,sRGB  > 0.0031308

     (10) 593 

B′j,𝑠𝑠𝑅𝑅𝐺𝐺𝑠𝑠 = �
Bj,sRGB × 12.92                            𝑝𝑝𝑓𝑓 Bj,sRGB  ≤ 0.0031308

1.055 × (Bj,sRGB)
1
2.4 − 0.055  𝑝𝑝𝑓𝑓 Bj,sRGB  > 0.0031308

. 594 

Finally, each color value is encoded to 8-bit digitized values (0-255) by the following 595 
expression: 596 

�
Rj
Gj
Bj
�

sRGB_8bit

= int�255 × �
R′j
G′j
B′j
�

sRGB

�,     (11) 597 

where ‘int( )’ denotes rounding to the nearest integer. The procedure to convert stimulus values 598 
(X, Y, Z) to sRGB values is based on an International Standard [IEC 61966-2-1, 1999]. A true 599 
color image was obtained by applying the procedure to all pixels. Figure 19 shows the result of 600 
this color image processing applied to Earth’s images captured during the Earth swing-by. The 601 
resolution of the image corresponded to 512 pixels  512 pixels trimmed from the original 602 

1024 pixels 1024 pixels data. In the obtained true color image, the continent of Antarctica, a 603 
part of the South African continent, Madagascar island, and the Australian continent with a 604 
swirling cloud pattern are identified. The color features in the Earth’s surface appeared to be 605 
natural, supporting that flat and radiance coefficients measured in the pre-flight calibration 606 
[K2017] are accurate in the visible range after the launch.  607 
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The accuracy of co-registration was also examined by creating a map of a certain feature in the 608 
spectrum. For example, a Normalized Difference Vegetation Index (NDVI) was calculated 609 
using the same Earth images. The NDVI is an index that indicates the distribution and activity 610 
of vegetation on the Earth’s surface and is defined as:  where 611 

and  denote reflectance of the Earth’s surface at wavelengths corresponding to x-band 612 

and w-band, respectively [e.g., Benedetti and Rossini, 1993]. Figure 20 shows a distribution of 613 
NDVI calculated by using x-band and w-band images captured by the ONC-T camera during 614 
the Earth swing-by. A few distinct areas that indicate rich vegetation relative to the ocean or the 615 
Antarctic continent are evident in this image. Such successful co-registration and ratio map 616 
generation suggests that the ONC-T camera is capable of capturing important spectroscopic 617 
features, such as UV slope and absorption band at approximately 0.7 μm of Ryugu, in a similar 618 
manner. 619 

 620 
Figure 19. A color image of the Earth reproduced by multiband images captured by the ONC-T 621 
camera during the Earth swing-by. 622 
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 623 

Figure 20. Spatial distribution of NDVI calculated by using x-band and w-band images captured 624 
by the ONC-T camera during the Earth swing-by. 625 

626 
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8. Stray Light Analysis 627 
Attention was specifically focused on the stray light of the ONC-T camera. This was 628 

because very subtle absorption features, such as the 0.7µm band of serpentines (only up to 629 
approximately 3% of change in reflectance as indicated by Vilas and Gaffey, (1984)) constitute 630 
important science observation targets for the camera. In this section, trends and countermeasures 631 
of two types of stray light found in ONC-T observations during flight are described. 632 
 633 
8-1. “Radiator” stray light 634 

Following the launch, observations indicated that the ONC-T camera was susceptible to 635 
considerably strong stray light when the orientation of the spacecraft was within a certain range 636 
of conditions. However, the stray light is negligible beyond this range (< 1 DN/shot) for 637 
spectroscopic observations of Ryugu. Observations are planned to conduct within the negligible 638 
stray light range at Ryugu. Thus, the stray light would virtually not exert an influence on the 639 
spectroscopic or morphologic observations of Ryugu. However, there may occasions when we 640 
have to conduct observations under the stray light conditions among a great variety of operations 641 
of Hayabusa2 around an unexplored asteroid. Thus, it is necessary to carefully investigate the 642 
stray light patterns and conditions and prepare to analyze image data with stray light prior to 643 
arrival at Ryugu. 644 

Nevertheless, the findings indicated that the stray light was independent of the filter. 645 
That is, the light displayed the same intensity and pattern irrespective of filter selection. This 646 
indicated that it was unlikely that the stray light originated from the fore optics. As discussed in 647 
the following section, this stray light occurred when sunlight hit the area around the radiator to 648 
cool the CCD of ONC-T. Thus, the stray light was termed as “radiator” stray light in this study. 649 
Here, it should be noted that other significant stray lights were not detected for the ONC-T camera 650 
following the launch.  651 

The typical pattern of the radiator stray light is shown in Figure 21. The radiator stray 652 
light is more intense around the corner of (X, Y)=(1023, 1023) and less intense around the corner 653 
of (X, Y)=(0, 0). The stray light image is binned by 128x128 pix (8x8 tiles) to smooth the noise 654 
fluctuations and to obtain general trend in the variation in the maximum intensity of stray light as 655 
a function of a location within FOV (Fig. 21b). This was followed by evaluating the intensity of 656 
each stray light image with the highest intensity tile, i.e., (binned X, binned Y)=(7, 7). This 657 
suggests that the radiator stray light had a less influence at the center of the FOV. 658 

The spatial patterns of stray light of different images were very similar to each other in 659 
most cases, but the intensity was highly dependent on the attitude of the spacecraft with respect 660 
to the Sun. The intensity of radiator stray light was assessed with respect to changes in the 661 
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spacecraft attitude from June 2015 to July 2016. The intensity of radiator stray light was classified 662 
into the following three types: (1) negligible stray light less than 1 DN/shot, (2) weak stray light 663 
less than 0.1% of the light from typical asteroid surface, and (3) strong stray light more than 0.1% 664 
of the light from typical asteroid surface. It should be noted that even when strong stray light was 665 
present, the intensity did not exceed 10% of the intensity of an object. Based on the phase function 666 
by Ishiguro et al. (2014), we estimated the adequate exposure time for Ryugu during the period 667 
of the intensive global observations. The typical exposure time for the three bands (v, w, and x-668 
bands) used for the detection of 0.7μm absorption is found to be 0.264 sec or less. It was assumed 669 
that the intensity of light from asteroid is 2500 DN during the typical exposure time 0.264 sec for 670 
the three bands. Thus, the above classification was equivalent to condition (1) < 3.8 DN/sec, 671 
condition (2) < 9.5 DN/sec, and condition (3) > 9.5 DN/sec, respectively. When the stray light is 672 
intense (i.e., condition (3)), the observations of subtle absorption features around 0.7 µm will be 673 
interfered significantly.  674 

The spacecraft attitude with respect to the Sun could be defined by two parameters, 675 
namely XPNL and YPNL, which correspond to the angles of the Sun to +XSC plane and +YSC plane 676 
of the spacecraft, respectively (Figure 22(a)). Here 90° - XPNL is also equal to the angle of the Sun 677 
with respect to the +XSC axis. 678 

𝒔𝒔 ∙ 𝑿𝑿𝑆𝑆𝑆𝑆 = sin𝑋𝑋𝑃𝑃𝑁𝑁𝑃𝑃 ,   𝒔𝒔 ∙ 𝒀𝒀𝑆𝑆𝑆𝑆 = sin𝑌𝑌𝑃𝑃𝑁𝑁𝑃𝑃,   (12) 679 
where s is a unit vector from the spacecraft to the Sun in the spacecraft coordinate system. Figure 680 
22(b) summarizes the intensity classification of radiator stray light in the XPNL – YPNL plane. It is 681 
possible to avoid the radiator stray light by selecting the spacecraft attitude with respect to the 682 
Sun. It should be noted that the attitude conditions (1) and (2) will not interfere very much the 683 
detection of the 1 – 3% absorption of the 0.7µm band of serpentines. Furthermore, the similarity 684 
in the spatial pattern of radiator stray light among images at nearby attitude conditions suggests 685 
the possibility for correction of the stray light. However, this type of correction would necessitate 686 
further data on stray light.  687 

In order to avoid strong stray light, it is necessary for the spacecraft to twist around the 688 
axis ZSC. The reference spacecraft attitude used in this study is defined as the attitude where the + 689 
ZSC normal vector points to the Sun and the solar angle YPNL and XPNL were zero. The target 690 
spacecraft attitude can be given with two rotation angles with the orders of rotations specified 691 
owing to the nature of spherical coordinate system. In this study, we specify the angle 𝜑𝜑 by 692 
which the spacecraft is twisted around the YSC axis first and the angle 𝛾𝛾 by which spacecraft is 693 
twisted around the ZSC axis second. Here the YSC twisting angle 𝜑𝜑 is equal to angle of Sun-Probe-694 
Earth (SPE) because the high-gain antenna (ZSC) should point to the Earth during observation. 695 
That is, the rotation matrix from the reference spacecraft attitude is 696 
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𝑀𝑀 = �
cos𝜑𝜑 cos𝛾𝛾 sin𝛾𝛾 − sin𝜑𝜑 cos𝛾𝛾
− cos𝜑𝜑 sin𝛾𝛾 cos𝛾𝛾 sin𝜑𝜑 sin 𝛾𝛾

sin𝜑𝜑 0 cos𝜑𝜑
�.   (13) 697 

After such an operation, the spacecraft-to-Sun vector (0,0,1) at the reference spacecraft attitude 698 
is rotated as 699 

𝒔𝒔� = 𝑀𝑀𝒔𝒔 = �
− sin𝜑𝜑 cos𝛾𝛾

sin𝜑𝜑 sin𝛾𝛾
cos𝜑𝜑

�.   (14) 700 

Thus, the relationships between XPNL and the operational angles, 𝜑𝜑 and 𝛾𝛾 and that for YPNL are 701 
derived as 702 

− sin𝜑𝜑 cos𝛾𝛾 = sin𝑋𝑋𝑃𝑃𝑁𝑁𝑃𝑃 , sin𝜑𝜑 sin𝛾𝛾 = sin𝑌𝑌𝑃𝑃𝑁𝑁𝑃𝑃.   (15) 703 
Figure 23 shows the radiator stray light intensity as a function of the twisting angle γ. The stray 704 
light decreased dramatically at approximately γ = -7 deg and was negligible at γ < -10. The 705 
dependence of stray light strength on γ is very similar for different solar phase angle (𝜑𝜑). Stray 706 
light at γ < -10 deg is negligible when γ < -10 deg for all the solar phase angles we have measured. 707 
Thus, the radiator stray light could be avoided through twisting the spacecraft to γ < -10 deg. This 708 
evaluation has not been completed yet; test for additional attitudes such as 0 < XPNL < 15 deg are 709 
planned. However, data obtained to-date strongly suggest that the trend of stray light occurrence 710 
would be similar for the uninvestigated conditions. 711 

 712 

Figure 21. A typical pattern of the stray light (image no. 01884; contrast is stretched with 713 
histogram equalization). (a) The raw image and (b) the binned image with 128x128 pix tiles. 714 
The stray light intensity is evaluated at the highest intensity tile, i.e., (binned X, binned Y)=(7, 715 
7). 716 
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 717 

• Figure 22. Radiator stray light occurs as a function of the angle of the sun to the +XSC plane 718 
and +YSC plane ( ). (a) The definition of the spacecraft coordinate system. The 719 
ONC is placed close to +XSC plane. (b) The intensity classification of radiator stray light: 720 
negligible stray light (blue), weak stray light (green), and strong stray light (yellow). Due to 721 
long exposure times (5.57 sec), a few stray light images were partially saturated (magenta 722 
circles). There is an angle limitation for science observations, shown as light-blue hatch, owing 723 
to the thermal condition of the spacecraft, but the spacecraft could temporarily take attitudes 724 
outside the limitation. 725 
 726 

 727 
• Figure 23. (a) The intensity of radiator stray light in the block with the strongest stray light in 728 
FOV as a function of the twisting angle γ measured from the standard attitude for different Sun-729 
Probe-Earth (SPE) angles (20, 30, and 40 degrees). The radiator stray light could be avoided by 730 
twisting the spacecraft around the ZSC axis. Exposure time (0.264 s) for 2500 DN value for 731 
Ryugu images is used. When less than 1 DN of stray light is received (blue dashed line), it is 732 
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undetectable. When the intensity of the stray light corresponds to 0.1% of Ryugu surface 733 
brightness (green dashed line), it is detectable but does not become a significant obstacle in the 734 
detection of an absorption band with 1% of strength. (b) The geometric relation among the Sun, 735 
asteroid Ryugu, and spacecraft Hayabusa2. The angle  is the solar phase angle. The angle γ is 736 
angle around the ZSC axis measured from the reference attitude where the –ZSC axis is pointing to 737 
the asteroid and +ZSC axis is pointing to the Sun. 738 

 739 
  740 
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8-2 "FW roundabout” stray light 741 
As mentioned in Section 7-2, the increased error in the flat-field calibration obtained for the ul-742 

band (Fig. 17) is due to a different type of stray light that occurred in laboratory calibration 743 
measurements using an integrating sphere. This stray light comes to bottom side of the CCD via 744 
a path going around the filter wheel (FW) from the lens tube holding the fore optics. Although 745 
light that reaches the ONC-T optics with small incident angles with respect to its optical axis does 746 
not go through this roundabout path, some of the large-incidence-angle light would reach CCD 747 
through this roundabout path. We termed this stray light as "FW roundabout stray light". Because 748 
its strength is independent of the choice of filter, the intensity of this noise relative to the signal 749 
through the filter is greater for a band with a lower signal level. Also, this stray light is pronounced 750 
particularly in integrating sphere measurements because light irradiated to the examined camera 751 
in such tests contains light with very large incidence angles. In fact this stray light becomes 752 
negligible for light with small incident angles; integrating sphere measurements from a distance 753 
to fit within the FOV of ONC-T exhibit no stray light. Furthermore, because integrating sphere 754 
has much lower color temperature than the Sun, the signal-to-noise ratio (SNR) for shorter 755 
wavelength bands becomes lower in integrating sphere measurements. Consequently, the ul-band, 756 
the darkest and shortest wavelength band among the 7 filters of ONC-T, ended up suffering from 757 
the strongest stray light effect in its flat-field calibration. Actually, because rather strong 758 
roundabout stray light was found during an early test of ONC-T in a laboratory, an additional wall 759 
was installed between the FW and the CCD of ONC-T to block this stray light. However, because 760 
of the limitation for the design change, this stray light could not be removed completely. 761 
Nevertheless, comparison of the Moon images between the center of FOV and a corner of the 762 
FOV, where FW roundabout stray light is expected to occur, indicate that the intensity of this 763 
stray light is less than 2% for integrating sphere measurements for all the filters other than ul-764 
band. This would be a very important property for observations at low altitudes at Ryugu where 765 
ONC-T will receive light from large incidence angles. Furthermore, the FW roundabout stray 766 
light is much weaker for the actual Sun light and its reflected light from C-type asteroids, which 767 
have flat reflectance spectra. Thus, flat field calibration for bands others than ul-bands are better 768 
than 2% both for global observations from the Home Position (20km from Ryugu) and lower 769 
altitude observations. The error in flat field calibration for the ul-band is about 10%, but FW 770 
roundabout stray light for ul-band is less  than 2% for HP observations, where no large incidence 771 
angles of light reaches the camera from Ryugu. Thus, the accuracy of the flatness of ul-band 772 
images may be corrected down to less than 2% when a better flat-field calibration image is 773 
obtained. Obtaining such calibration image is beyond the scope of this study but is among the 774 
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high-priority objectives of our flight calibration during the rest of cruising phase of Hayabusa2 775 
before arriving at Ryugu. 776 
 777 
9. Summary of the inflight calibration results and implications for Ryugu observations. 778 

In this section, we summarize our inflight calibration results in this study and discuss 779 
the accuracies of our observations of asteroid Ryugu based on the inflight calibrated data. More 780 
specifically, we discuss the accuracy of topography and morphology with W1 and W2 in the 781 
section 9-1 and the possibility of observing spectroscopic features on Ryugu with ONC-T in 782 
section 9-2. 783 

9-1. ONC-W1 and W2 784 

In the study, the validity of the distortion coefficients measured in pre-flight calibration 785 
for W1 and W2 cameras was verified by using post-launch star images taken on Feb 19, 2015 786 
(W1) and Dec 11, 2014 (W2). The star images also provided precise pixel resolution and effective 787 
fields of view for both cameras. The measured and verified values would be used for close-up 788 
images of surface structures of Ryugu captured during the touchdown sequence. The accuracy of 789 
the distortion correction was confirmed to be less than a pixel for both cameras. This means 790 
accuracy in apparent angle measurements from an image is better than the mean pixel resolution 791 
(0.0681 and 0.0673 degrees/pixel for W1 and W2) (see Section 3). For example, this corresponds 792 
to a horizontal distance of ~12cm on the surface of Ryugu for observations from 100m of altitude.  793 

Signal levels in Earth’s images captured during the swing-by phase were also confirmed 794 
to be consistent with values predicted by using the pre-flight calibration data and Earth’s albedo. 795 
This indicates that severe degradations did not occur in the sensitivities of W1 and W2 during the 796 
launching procedure. 797 

 798 

9-2. ONC-T 799 

 The PSF was evaluated using a wide-band image with 23 stars. Analysis result indicates 800 
that the PSF did not degrade from that reported in K2017 within an area defined by R < 580 pixels 801 
where R denotes a distance from the center of the image in pixels. The PSF outside this area was 802 
slightly higher than 2 pixels. This increase in PSF is due to the extended hood, and is consistent 803 
with optical calculation. Furthermore, the PSF in most parts of the field of view (within an 804 
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inscribed circle of FOV) was confirmed to be sufficiently small, and thus, no negative effects are 805 
expected for the global observation from a home position (~20km from the asteroid). 806 
 Distortion coefficients for the ONC-T camera were also determined by analyzing the 807 
star images captured during the inflight observation. As shown in section 6, the accuracy of the 808 
distortion correction with these values was confirmed to be ~ 1/10 pixel size over the entire FOV. 809 
The fact that the level of distortion was the same as or better than the AMICA of Hayabusa 810 
(Ishiguro et al., 2010), shape models with a similar accuracy for Itokawa (e.g., Demura et al., 811 
2006) could be created for Ryugu with images taken with ONC-T of Hayabusa2. 812 

Multi-band observations of Mars and the Moon were performed for a radiometric 813 
calibration of the ONC-T. The signal in the image of the Moon was converted to radiance for each 814 
band by using radiometric coefficients as reported in K2017. This was followed by computing 815 
the irradiances by the Moon at the location of Hayabusa2 for each band and comparing the same 816 
with that predicted by SELENE/SP Lunar Reflectance Model. In a similar manner, the spectrum 817 
of relative reflectance of Mars normalized at the v-band was also calculated and compared with 818 
previous results by ground observations. The comparisons indicated that observed spectra of a 819 
relative irradiance (Moon) and radiance (Mars) normalized at the v-band were consistent with the 820 
model and ground-based observations if a temperature dependence of CCD sensitivity was 821 
adequately accounted. In these analyses, the temperature dependences of CCD sensitivity for 822 
various wavelengths provided by the CCD manufacturer (E2V) were applied for data correction. 823 
However, it was necessary to perform more precise multi-band observations in Ryugu using the 824 
measurements of the temperature dependencies for the flight model (FM). For example, 825 
observation of a standard star with known flux by changing the CCD temperature during the 826 
cruising phase of Hayabusa2 is a way to quantify the temperature dependence of CCD sensitivity. 827 
The Moon observation revealed that normalized irradiances by each 550 nm irradiance of 828 
observation and simulation exhibit good coincidences with discrepancies less than 3%. In 829 
particular, the discrepancies become less than 1.4% among three bands (v-, w, x-bands) which 830 
are essential for detection of the spectral absorption caused by hydrated minerals such as supertine 831 
in the surface of Ryugu. The depth of the 0.7-um absorption can be defined by using signals from 832 
v-, w-, and x-bands as 833 

𝑑𝑑𝑎𝑎=1 − 3.1𝑅𝑅𝑤𝑤
1.6𝑅𝑅𝑣𝑣+1.5𝑅𝑅𝑥𝑥

,           (16) 834 

where, 𝑅𝑅𝑣𝑣 ,𝑅𝑅𝑤𝑤 , 𝑎𝑎𝑎𝑎𝑑𝑑 𝑅𝑅𝑝𝑝 are the reflectance of an asteroid observed with v-, w-, and x-bands 835 
(e.g. Kameda et al., 2015). In this case, the error of 0.7-um absorption is calculated to be 0.68% 836 
from the error propagation law. This fact suggests possibility for detection of the spectral 837 
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absorption with 3% depth caused by hydrated minerals on the surface of Ryugu with SNR 838 
higher than 4. Although, the uncertainty in p band does not have direct influence on the 839 
detectability of the 0.7um absorption band, discrepancy between ONC-T observation and 840 
Kaguya model at the p band has rather large (~3%, see Table 10). This would suggest that the 841 
temperature dependence of p-band sensitivity may have large uncertainty. One possibility is a 842 
kind of individual difference in manufactured CCD chips. Thus, further investigation will be 843 
needed for higher accuracy in p-band. 844 

Flat fields modified from those reported in K2017 using flat panel measurement 845 
immediately before the launch exhibits accuracy better than 2% for all bands except for the ul-846 
band. This uncertainty in the flat field could causes errors in estimation of surface topography of 847 
Ryugu when photoclinometric method is applied. However, the magnitude of estimation error 848 
due to this level of flatness error is relatively small. For example, errors in inclination is estimated 849 
to be 1.1 degrees in a typical observation (45 degrees of topographic inclination and alignment of 850 
Zsc to the Sun are assumed) if Lambertian surface is assumed. Although the good reproduction 851 
of light intensity of the Moon in the FOV center and a corner strongly suggests that this flat field 852 
calibration corrected with the portable light source is sufficient for most data analysis, the inflight 853 
validation of flat field is limited to this example. Thus, there is room for improvement in accuracy 854 
with further investigation of flat field. Such additional investigation may be possible when 855 
Hayabusa2 can obtain close-up images of Ryugu.   856 

Inflight observations also revealed the existence of the radiator stray light under certain 857 
conditions of spacecraft attitude. The intensity of the stray light was highly dependent on the 858 
attitude of the spacecraft with respect to the Sun. In particular, the radiator stray light becomes 859 
negligibly weak outside this condition. Thus, controlling the attitude of the spacecraft prior to the 860 
multi-band observation of Ryugu is necessary to reduce the radiator stray light. Additionally, 861 
observations indicated that the spatial patterns of stray light in the FOV do not change very much. 862 
The pattern appears to be similar to each other among different images taken at similar spacecraft 863 
attitudes. This fact suggests that this component of the stray light could be removed by appropriate 864 
image processing if the relationship between the stray light pattern and the attitude are accurately 865 
quantified. It is necessary to investigate the stray light patterns and conditions more carefully to 866 
analyze this type of image data with stray light prior to arrival at Ryugu. 867 

868 
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10. Conclusion 869 
In this study, image data obtained after launch was used to conduct a series of inflight 870 

calibrations for the ONC onboard Hayabsua2 for scientific observations of asteroid Ryugu.  871 
First, PSF and distortion correction parameters were obtained using star field images, 872 

which provided virtually perfect point-source light. The results of the analysis indicate that both 873 
PSF and distortion after launch were the same within the error of the analyses. That is, they were 874 
not significantly influenced by the launch. The error of distortion correction was estimated as less 875 
than a pixel, which was comparable or better than Hayabusa/AMICA and strongly suggests that 876 
the images from the ONC-T could reconstruct the same accuracy of shape model as Itokawa. 877 

Second, spectral sensitivity was quantitatively estimated for seven filter bands for the 878 
ONC-T using both Moon and Mars. The observation results indicate that the spectral response did 879 
not change since the pre-launch calibration using an integrating sphere. Comparison between disk-880 
integrated lunar spectra with pre-launch calibration data and the spectral model based on Kaguya 881 
data suggests that ONC-T can reproduce spectrum of the Moon, one of the most accurately 882 
characterized spectral light source, suggests the possibility that the ONC-T can measure the 883 
spectra of the surface of asteroid Ryugu with high enough accuracy to examine the 884 
presence/absence and spatial distribution of spectroscopic features of hydrated minerals, such as 885 
0.7 μm absorption band and UV absorption shoulder. 886 

Third, the observations indicated that ONC-T suffered from considerably strong stray 887 
light, which was named “radiator stray light” under a certain range of spacecraft attitudes. 888 
However, the radiator stray light became negligibly weak outside this range. Because of the 889 
radiator stray lights, the stray light through the fore optics could not be examined with a very good 890 
detection limit. Nevertheless, the analysis of dark sky images with the moon outside the field of 891 
view indicated that the stray light from the fore optics was less than or equal to the level that could 892 
be quantified in a dark room prior to the launch. 893 

In summary, the inflight calibration results indicates that the ONC of Hayabusa2 was in 894 
a good condition after the launch and strongly suggest that this camera system is capable of 895 
obtaining image data for scientific analysis necessary for the global and local characterization of 896 
Ryugu and selecting landing sites for sampling. 897 
 898 
  899 
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